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B.A/ B.Sc  Semester - VI (Honours) Examination, 2020 (CBCS) 
Subject : ECONOMICS 

Paper : CC-13 
(Basic Econometrics) 

 
Time :  3 hours        Full Mark : 60 

The figure in the margin indicates full marks. 
Candidates are required to give their answer in their own words 

as far as practicable 
                                    

                                             
 

1. Answer any six questions:                          5 x 6= 30 
         ছ                          
   

a. Explain briefly the reasons for insertion of random disturbance term in an 
econometric model. 
                                                                               

b. What do you mean by multicollinearity? Discuss the factors which give rise to the 
problem of multicollinearity. 
Multicollin                                 m l  coll n                              
            

c. Discuss in brief the notion of specification error 
 p c   c   on                                 

d. What is meant by heteroscedasticity? What are the possible reasons for the 
emergence of heteroscedasticity. 
Heterosceda   c                                               

e. Derive the mean and variance of the auto correlated disturbance term in case of 
first order auto regressive scheme. 
                                                                               
                 

f. What is Variance – Inflation Factor (VIF)? Explain the role of VIF in the presence 
of Multicollinearity. 
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g. Define adjusted R2. Explain the relation between R2 and adjusted R2. 
         R2      R2            R2                             

h. What is Dummy Variable? Explain the uses of Dummy Variables in regression 
analysis. 
                                                                    

2. Answer any three of the followings:                                               10 x 3 =30 
                           : 

 
a. Show that the Ordinary Least Squares estimates are BLUE (best, linear, unbiased 

estimator) in respect of a two variable linear regression model. 
                                                                                  
                                                        

b. How do you test the goodness of fit with r2; in this connection show that TSS= 
ESS+ RSS; where TSS= Total Sum of Square, ESS = Explained Sum of Square and 
RSS= Residual Sum of Square. 
r2                                                                           
                                                                         
                          

c. Given the Classical Linear Regression model Yi = α +β Xi +ui       1 2 3………………n   
obtain the least squares estimates of α and β when the following results are given ; 
n= 11, ∑X=196, ∑Y=144, ∑ X2=2438, ∑XY= 14321. 
                                            α   β                           
                  Yi = α +β Xi +ui       1 2 3………………n                      n= 11, 
∑X=196, ∑Y=144, ∑ X2=2438,  ∑XY= 14321. 

d. Briefly explain the Goldfeld & Quandt test for detecting the problem of 
Heteroscedasticity 
Heterosceda   c                 Goldfeld &    n                              

e. Briefly explain the Durbin–Watson Test for detecting the problem of Auto- 
correlation. What are its limitations?  
                            –                                                         
       

 


